1. 파트1: 리전은 어떻게 선택합니까?
   1. 리전의 환경이 **데이터의 주권과 규정 준수** 요구 사항 충족?(**데이터 주권**)
   2. 리전이 사용자 또는 데이터 센터와 얼마나 가까운지?(**사용자와의 거리**)
   3. 고려 중인 리전이 환경에 필요한 **모든 서비스와 기능**을 제공하는지?(**서비스/기능**)
   4. 가장 **비용 효율적**인 리전을 선택하는지?(**비용 효율**)
2. 파트2: 가용 영역은 몇 개나 사용해야 합니까?
   1. 권장사항 및 모범 사례
      1. 권장 사항
         * 리전 당 **2개**의 가용 영역을 시작
      2. 모범 사례
         * 한 가용 영역 리소스에 접근할 수 없더라도 애플리케이션에 장애가 발생해서는 안됨
      3. 애플리케이션은 대부분 2개의 가용 영역 지원
      4. HA를 위해 3개 이상의 가용 영역 사용하면 비용 효율성이 떨어짐.
   2. 2개의 가용 영역 사용(사진 출처: 강의 자료)
   3. 2개의 가용 영역을 사용하는 다른 이유  
      시나리오별로 권장되는 가용 영역은 몇 개?
      1. Amazon EC2 스팟 인스턴스 사용률이 매우 높은 애플리케이션
         * 다양한 **요금 옵션**을 위해 **2개 이상**의 가용 영역
      2. MySQL, MS SQL Server 및 Oracle과 같은 데이터 소스를 사용하는 애플리케이션
         * **액티브 / 패시브 지원**을 위해 **2개**의 가용 영역
      3. Cassandra 또는 MongoDB와 같은 데이터 소스를 사용하는 애플리케이션
         * **매우 높은 가용성**을 위해 **2개 이상**의 가용 영역
3. 파트3: 모든 것을 하나의 VPC에 구성해야 합니까?
   1. 하나의 VPC 사용
      1. 하나의 VPC가 적절한 사용 사례는 **제한적**임.
      2. 사용 사례
         * 고성능 컴퓨팅
         * 자격증명관리
         * 한 명 또는 매우 작은 팀이 관리하는 소규모 단일 애플리케이션
         * 사용 사례 대부분 인프라를 조직하는데 2개의 기본 패턴 사용.  
           **다중 VPC** 및 **다중 계정**
   2. AWS 인프라 패턴(사진 출처: 강의 자료)
   3. 패턴 선택
      1. 패턴을 결정하는 기본 요소: **조직의 복잡성**과 **워크로드 격리 요구사항**
      2. 단일 IT 팀?
         * **다중 VPC**
      3. IT 팀이 여러 개인 대규모 조직?
         * **다중 계정**
      4. 높은 수준의 워크로드 격리 요구됨?
         * **다중 계정**
   4. **다중 VPC** 패턴
      1. 기능
         * **하나의 AWS 계정** 사용
         * 애플리케이션 환경을 조직하는데 **2개 이상의 VPC** 사용
      2. 다음에 가장 적합
         * 관리형 서비스 공급자와 같은 **단일 팀 또는 단일 조직**
      3. 이유
         * 팀 수가 제한되면 **표준 유지 관리** 및 **액세스 관리**가 쉬움.
      4. 예외
         * **거버넌스** 및 **규정 준수 표준**은 조직의 복잡성과 관계 없이 워크로드 격리를 요구할 수 있음.
   5. **다중 계정** 패턴
      1. 기능
         * 애플리케이션 환경을 조성하는데 **2개 이상의 AWS 계정** 사용
         * AWS 계정당 **하나의 VPC** 사용
      2. 다음에 가장 적합
         * **대규모 조직** 및 **IT 팀이 여러 개 있는 조직**
         * 빠른 성장이 예상되는 **중간 규모의 조직**
      3. 이유
         * **액세스** 및 **표준 관리**는 조직이 복잡할수록 더 어려울 수 있음.
   6. 그 외 중요한 고려 사항
      1. AWS 서비스 대부분이 **실제로 VPC 내에 위치하지는 않음**
      2. 이러한 서비스의 경우, 연결되지 않은 외부에서는 VPC가 **어떤 격리도 제공 X**
      3. AWS 리전간의 네트워크 트래픽은 기본적으로 AWS 글로벌 네트워크 백본 통과
      4. Amazon S3와 DynamoDB는 **VPC 엔드포인트가** 퍼블릭 인터넷을 통과하지 않고도 연결되도록 해 줌.
4. 파트4: VPC를 서브넷으로 어떻게 나눠야 합니까?
   1. VPC 및 IP 주소
      1. AWS VPC는 **/16** 과 **/28** 사이의 CIDR 범위를 사용할 수 있음.
      2. CIDR 범위의 숫자가 **하나씩 증가**할 때마다, 총 IP 수는 **절반으로 감소**

(표 그려 놓기)

* 1. 서브넷이란 무엇입니까?
     1. 정의
        + CIDR 범위로 나누어진 네트워크의 세그먼트 또는 파티션
     2. 예
        + CIDR/22인 VPC는 총 1,024개의 IP를 포함
        + (유의)참고: 모든 서브넷에서 처음 4개와 마지막 1개의 IP주소는 AWS에서 사용하기 위해 예약되어 있음.
  2. 서브넷 사용 방법
  3. 서브넷의 권장 사항
     1. 가용 영역 당 **1개의 퍼블릭** 및 **1개의 프라이빗** 서브넷으로 시작
     2. 퍼블릭 서브넷보다 **프라이빗 서브넷에 더 많은 IP할당**  
        🡪 이유는 보안 때문임.
  4. 서브넷 크기
     1. 권장 사항
        + 작은 크기보다는 더 큰 크기의 서브넷 고려( /24)
     2. 워크로드 배치 간소화
        + 워크로드를 10개의 작은 서브넷 중 어디에 배치할지 선택하는 것이 1개의 큰 서브넷보다 더 복잡
     3. IP를 낭비하거나 IP가 부족할 확률이 낮음
        + 서브넷에서 사용 가능한 IP가 부족한 경우, 해당 서브넷에 IP를 추가할 수 없음
        + 예: 251개의 IP가 할당된 서브넷에서 IP를 25개만 사용하는 경우, IP가 부족한 다른 서브넷과 226개의 미사용 IP를 공유할 수 없음.
  5. 서브넷 유형(퍼블릭 / 프라이빗)  
     다음 리소스에 어떤 서브넷 유형을 사용해야 하는지?
     1. 데이터 스토어 인스턴스 🡪 프라이빗
     2. 배치 처리 인스턴스 🡪 프라이빗
     3. 백엔드 인스턴스 🡪 프라이빗
     4. 웹 애플리케이션 인스턴스 🡪 퍼블릭, 프라이빗

1. 파트5: VPC 트래픽은 어떻게 제어합니까?
   1. 보안 그룹
   2. 보안그룹이 구성되는 방법
   3. 보안 그룹 체인 다이어그램(그림 그려 놓기)
   4. 네트워크 ACL
   5. 인터넷 게이트웨이
   6. VPC로 트래픽 보내기
   7. 프라이빗 인스턴스의 아웃바운드 트래픽은 어떻게 되나요?
   8. VPC NAT 게이트웨이와 Amazon EC2의 NAT 인스턴스 비교
   9. VPC 트래픽의 로깅
2. 파트6: 여러 개의 VPC를 서로 연결할 수 있습니까?
3. 파트7: 온프레미스 구성요소를 환경에 통합하려면 어떻게 합니까?
4. 파트8: 기본 VPC와 기본 서브넷이란 무엇이고, 왜 사용해야 합니까?